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The Internet of Things ("IoT") is here, and we seem to be going all in. We are trying to put a microchip in nearly every object that is not nailed down and even a few that are. Soon, your cars, toasters, toys, and even your underwear will be wired up to make your lives better. The general thought seems to be that "Internet connectivity makes good objects great." While the IoT might be incredibly useful, we should proceed carefully. Objects are not necessarily better simply because they are connected to the Internet. Often, the Internet can make objects worse and users worse-off. Digital technologies can be hacked. Each new camera, microphone, and sensor adds another vector for attack and another point of surveillance in our everyday lives. The problem is that privacy and data security law have failed to recognize some "things" are more dangerous than others as part of the IoT. Some objects, like coffee pots and dolls, can last long after the standard life-cycle of software. Meanwhile cheap, disposable objects, like baby wipes, might not be worth outfitting with the most secure hardware and software. Yet they all are part of the network. This essay argues that the nature of the "thing" in the IoT should play a more prominent role in privacy and data security law. The decision to wire up an object should be coupled with responsibilities to make sure its users are protected. Only then, can we trust the Internet of Heirlooms and Disposable Things.

* Associate Professor, Samford University’s Cumberland School of Law; Affiliate Scholar, Stanford Center for Internet and Society.
** Professor of Philosophy, Rochester Institute of Technology. The authors would like to thank Anne Klinefelter and Joe Kennedy. The authors would like to thank Anne Klinefelter, Sue Glueck, and Joe Kennedy and the participants of the North Carolina Journal of Law and Technology’s Symposium: Privacy of the Home and the Internet of Things and the staff of the North Carolina Journal of Law and Technology.
I. INTRODUCTION .................................................................582
II. “THINGS” ARE DIFFERENT AND MORE DANGEROUS THAN COMPUTERS .................................................................586
III. MAYBE YOUR UNDERWEAR DOES NOT NEED TO BE CONNECTED TO THE INTERNET .............................................590
IV. POSSIBLE LEGAL SOLUTIONS ..............................................594

I. INTRODUCTION

We have become drunk on our ability to connect anything to the Internet. Barbie dolls, baby monitors, coffee pots, refrigerators, clothes, watches, and cars—we have connected it all. It seems there is nothing we cannot improve by sticking a chip in it.

If you want a sense of just how mad we’ve become, look at the Twitter account “Internet of Shit” (@internetofshit), which satirizes what has come to be known as the “Internet of Things” (“IoT”).¹ This account is a parade of dubious decisions to take an object, any object, and put a chip in it. Light switches, cooking pans, stuffed animals, basketballs, headbands, water bottles, rectal thermometers, and more are now all connected to the Internet and our mobile devices.² Japanese security researchers have already

¹ Internet of Shit, TWITTER, https://mobile.twitter.com/internetofshit (last visited April 17, 2016).
hacked an IoToilet, giving them the ability to flush and squirt water at people. A literal “Internet of Shit.”

Of course, the IoT can be quite useful. Many devices are improved upon when they are connected. Automated cars could save millions of lives. Wearable technologies could detect health problems long before symptoms manifest. Toys connected to the Internet can be educational and therapeutic. Everyday technologies like TVs and books that are connected to the Internet can be configured to aid those living with disabilities. The IoT can make all of our lives easier and more pleasant. Of course, schlocky products might seem ridiculous. But consumer preferences vary and markets accommodate all kinds of tastes. They are not restricted to offering necessary items and well-made goods.

The problem is that we are not taking the decision to wire up an artifact to the Internet seriously enough. A chip-centric mentality has taken over—one that is guided by an overly simplistic principle: “Internet connectivity makes good objects great.” Guided by this upgrade mentality, we seem to be in a rush to connect everything. Meanwhile seemingly none of us, including policy makers and regulators, have fully appreciated the significance of companies transforming from artifact and device “makers” to “service providers.”

The digital transition should give us deep pause for thought. Objects are not necessarily better simply because they are connected to the Internet. Often, the Internet can make objects worse and users worse off. IoT objects only fulfill their designed purposes when their software works. But software that works today can crash tomorrow. Software needs upgrades to fix problems. Connectivity allows for regular updates. But it also provides an

---

attack vector for hackers and allows companies to render your IoT object inoperable whenever it likes. Consider how Google plans to shut down its Revolv hub designed to control lights, alarms, and doors.  

More fundamentally, the IoT requires adaptive design that thoughtfully attends to key features, including user functionality, security, and privacy. While the Federal Trade Commission (“FTC”) requires reasonable data security from those collecting personal information, it has yet to grapple with all of these nuances and the systemic reasons why the IoT adds a host of vulnerabilities to our lives.  

Some IoT companies like VTech are washing their hands of responsibility. The company’s IoT kids toys were hacked, leading to a massive data spill on Shodan (the search engine for the Internet of Things). VTech’s embarrassing data breach exposed personal data on 6 million children.

---

4 Revolv Devices Bricked as Google’s Nest Shuts Down Smart Home Company, THE GUARDIAN, (Apr. 5, 2016), https://www.theguardian.com/technology/2016/apr/05/revolv-devices-bricked-google-nest-smart-home (“Against that background, losing customer trust could be a damaging move,” Gilbert said. “I’m genuinely worried though. This move by Google opens up an entire host of concerns about other Google hardware. Which hardware will Google choose to intentionally brick next? . . . Is your Nexus device safe? What about your Nest fire/smoke alarm? What about your Dropcam? What about your Chromecast device? Will Google/Nest endanger your family at some point?”).  


In its Terms and Conditions for its software, VTech now includes the following ominous language in all-caps: “YOU ACKNOWLEDGE AND AGREE THAT ANY INFORMATION YOU SEND OR RECEIVE DURING YOUR USE OF THE SITE MAY NOT BE SECURE AND MAY BE INTERCEPTED OR LATER ACQUIRED BY UNAUTHORIZED PARTIES.” This reads more like fodder for a Saturday Night Live sketch than what we would expect out of a reasonable Terms of Use agreement.

Even when companies intend to keep their products safe and secure over the course of their use, the fact remains that they might not be around to see their commitment through. “Here today, gone tomorrow” might as well be the epigram of Silicon Valley where the spirit of disruption drives innovation more than the ethos of sustainability.

Simply put, what’s to stop a whole bunch of well-intentioned companies from producing IoT products that sell moderately or even poorly, but fail to be sufficiently profitable to prevent them from going out of business shortly after their goods hit the shelves? If that happens, they likely will not have the resources to provide further security work. And yet, if the products remain functional past the point of being serviced, consumers either must stop using them or take personal responsibility for security breaches via the “buyer beware” mentality. This makes many IoT objects more costly and risky than their “dumb” counterparts.

---
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II. “Things” are Different and More Dangerous Than Computers

The IoT is rife with privacy and security problems. But our debate has, up to this point, been focused more on the “Internet” part of the IoT rather than the “Things” that are connected. Our laws and rhetoric have failed to scrutinize the differing nature of “things,” as if they all pose the same risks as computers and standard information technologies. But this is simply not true. Artifacts differ from computers and each other. The nature of an artifact and its design will influence a range of outcomes, including how we use it, where we put it, how much attention we pay to it, and how long we will keep it. In turn, these variables impact the extent to which vulnerabilities are created and persist.

Wiring a computer up to the Internet is not the same thing as wiring up an object that has non-processing uses like a doll or refrigerator. Computers that cannot connect to the Internet are of limited value in the age of cloud computing. The same cannot be said for the IoT, where Internet connectivity is often not essential to an object’s core function. Dolls can be played with, clothes and diapers can be worn, coffee pots can still heat, and refrigerators can cool all without WiFi.

Some of these objects are likely to be used long after the vendor stops servicing them with critical security updates, known as “patches.” By contrast, objects like IoT diapers and shampoo bottles are meant to be quickly used and disposed of. These small, disposable objects are hard to service because of their limited bandwidth and storage capacities. It is often too costly to invest in security for these disposable objects. Yet they remain persistent


risks in our home networks. Security researcher Brian Krebs notes that poorly configured default settings for IoT devices are a security nightmare. This is particularly true for devices that are costly to change, like many disposable and cheap IoT devices.

Some companies are even developing products like thin, adhesive films that will turn any object into an IoT artifact. This
might be the quickest way to scale the IoT in our homes. But every new IoT connection brings new risks. For example, it might take people a while to treat everyday objects with the same care they give to their computers. Until we change our mindsets, our daily routines will not include updating our coffee maker’s operating system.

Krebs asserts that “[b]efore purchasing an ‘Internet of things’ (IoT) device . . . consider whether you can realistically care for and feed the security needs of yet another IoT thing.”\footnote{Krebs, This is Why People Fear the ‘Internet of Things’, supra note 13.} According to Krebs, “there is a good chance your newly adopted IoT puppy will be chewing holes in your network defenses; gnawing open new critical security weaknesses; bred by a vendor that seldom and belatedly patches; [and] tough to wrangle down and patch.”\footnote{Id.} Krebs quotes Craig Williams, the security outreach manager at Cisco, who has said:

Compromising IoT devices allow unfettered access though the network to any other devices on the network . . . .To make matters worse almost no one has access to [an IoT’s operating system] to notice that it has been compromised. No one wakes up and thinks, “Hey, it’s time to update my thermostats [sic] firmware.”\footnote{Id.}

This means that the Internet of Heirlooms and Disposable Things will stay likely stay compromised, giving hackers an ideal opening to laterally move through our networks.\footnote{Id.} Bad defaults on IoT devices are common and most users cannot easily patch them. The process is usually complicated.\footnote{Id.}

What’s worse is that the updating process for the IoT does not scale well. The typical lifetime of software is around 2 years.\footnote{Krebs, This is Why People Fear the ‘Internet of Things’, supra note 13.} But the estimated lifetime of some objects now connected to the
Internet is often around 10 years.\(^{22}\) Just think about how long coffee pots and refrigerators last. The “Internet of Things We Keep a Long Time” is a security nightmare.

Yet with few important exceptions,\(^{23}\) the law has been largely agnostic regarding the decision to wire-up an artifact. The law is caught up in an information-centric approach to the regulation of data security. It abstracts away too many of the significant features of materiality—the very tangibility of things.\(^{24}\) Companies are required to provide reasonable privacy and data security for the information they collect. But there is very little regulatory compliance cost for merely connecting artifacts to the Internet. This article suggests that there should be.

For example, the law might require more systemic consideration from IoT companies of the intended use and expected lifecycle of their artifacts. It could require companies provide appropriate protection for users that directly takes an object’s lifecycle into account—an option we develop in greater detail below. Ultimately, a more measured approach to the IoT, such as this article is proposing, will help ensure the development and sale of safer technologies. It would alleviate some of the risk of harm faced by IoT users—users who have little knowledge of and ability to respond to the risks presented by the Internet of Heirlooms and Disposable Things.

\(^{22}\) Id.
\(^{24}\) James Grimmelmann, Privacy As Product Safety, 19 WIDENER L.J. 793, 816 (2010) (“[T]he database-centric Fair Information Practice approach has been the basis for most of the information privacy law the United States actually has.”).
III. MAYBE YOUR UNDERWEAR DOES NOT NEED TO BE CONNECTED TO THE INTERNET

“Vibrundies” are exactly what they sound like.\textsuperscript{25} Not even your underwear is safe from the IoT. The website for the wearable tech states, “Using vibrations from our special undies power pack, Vibrundies monitors Twitter for brand mentions and shout-outs—giving you a very special feeling each time one hits . . . . [W]hen you can’t look at your phone, there’s a better way to feel the buzz of your social activity[.]”\textsuperscript{26}

This is just one of the many kinds of things that you might be surprised are part of the IoT. They are all making us vulnerable. One general problem associated with the IoT is that it can be buggy, leaving us with inoperable or dysfunctional objects.\textsuperscript{27} Because the IoT relies upon software and hardware, it is more complex than most non-digital technologies. The more moving parts a device has, the more that can go wrong. For example, a smart television apparently malfunctioned when it broadcast hardcore pornography during a funeral service for a father and his young son at a crematorium in Wales.\textsuperscript{28}

The IoT has systemic problems surrounding the collection and use of personal information. Professor Scott Peppet has identified four major informational problems with the IoT: 1) discrimination, 2) privacy, 3) security, and 4) consent.\textsuperscript{29} All four of these issues should give companies and lawmakers pause regarding the decision to wire up an artifact.

\textsuperscript{26} Id.
\textsuperscript{28} Harry Yorke, Grieving Family’s Horror as Hardcore Pornography Played at Funeral for Father and Baby Son, WALES ONLINE (Jan. 27, 2016, 6:55 PM), http://www.walesonline.co.uk/news/wales-news/grieving-familys-horror-hardcore-pornography-10797800.
\textsuperscript{29} Scott Peppet, Regulating the Internet of Things: First Steps Toward Managing Discrimination, Privacy, Security & Consent, 93 TEX. L. REV. 85 (2014).
Regarding privacy, Peppet argues that sensor data are particularly hard to de-identify. Consent to collecting and using information is also a true quagmire for the IoT. Where exactly do you put the privacy policy for IoT underwear and IoToilets? The IoT is one of the most intimate technological movements ever, yet the mechanism for privacy permissions has never been more dysfunctional.

And the full version of the IoT is just getting warmed up. The “innovation at all costs” mantra of Silicon Valley repelled most meaningful privacy laws over the last twenty years, allowing the Internet surveillance economy to flourish. The surveillance tech industry is incredibly powerful. It has been quite helpful in limiting what technology is allowed to do and say about us when we’re not looking.

Consider, for example, the problem of cross-device tracking. SilverPush is an Indian startup company invested in identifying all your computing devices. Schneier notes that, SilverPush uses inaudible sounds it embeds in webpages and television commercials to transmit that personal information back to SilverPush through the use of cookies. This technique allows the company to track you across all your various devices. According to Schneier, SilverPush can associate the television commercials you watch with your web searches. It can correlate your tablet activities with what you do on your computer. Privacy and security research Bruce Schneier emphasizes, “Your computerized things are talking about you behind your back, and for the most

30 Id.
31 Id.
34 Id.
35 Id.
36 Id.
part you can’t stop them -- or even learn what they’re saying.”

The FTC has already stated that consumers should be told about such technologies and practices.

Then there’s the billion-dollar IoT problem mentioned above: data security. Successful hacks on Internet of Things devices are legion. VTech and Fisher Price have been hacked. Researchers discovered that an IoT doorbell was revealing users’ WiFi keys. Security flaws have been demonstrated in IoT Barbie Dolls, Samsung Refrigerators, Jeep Cherokees, and a WiFi enabled TrackingPoint sniper rifle (allowing for hackers to choose their own targets). A GPS child tracker had a flaw that would let hackers act as a child’s parents. Andy Greenberg and Kim Zetter dubbed 2015 as “[t]he year of insecure internet things.” According to Cisco, there are more objects connected to the Internet than people. Every new IoT device provides more attack surface for hackers.

---

37 Id.
38 Id.
40 John Leyden, One Ring to Own them all: IoT Doorbell Can Reveal your Wi-Fi Key, THE REGISTER (Jan. 12, 2016), http://www.theregister.co.uk/2016/01/12/ring_doorbell_reveals_wifi_credentials/.
43 GREENBERG & ZETTER, supra note 41.
percent of IoT devices have serious security vulnerabilities. Simply put, we have yet to figure out a way to keep the security of the IoT up to speed with the demand for IoT products.

Government intelligence and law enforcement services are also quite excited about the Internet of Things. IoT gives law enforcement another path to surveillance. And they are not shy about their intentions to exploit that sensor in your underwear or doll. For example, Director of U.S. National Intelligence James Clapper recently told a Senate panel as part of his annual “assessment of threats” against the U.S. that “[i]n the future, intelligence services might use the [internet of things] for identification, surveillance, monitoring, location tracking, and targeting for recruitment, or to gain access to networks or user credentials.” Trevortim, a columnist for The Guardian and executive director of the Freedom of the Press Foundation, noted Clapper’s testimony actually supports the claim by many that the FBI’s recent claim that they are “going dark,” or losing the ability to surveil suspects because of encryption, are largely overblown. There are more avenues for surveillance now than ever before.

This is why the design of our technologies matters. Companies’ design decisions will impact the extent to which law enforcement and surveillance agencies can access your personal information. For example, Microsoft stores the full-disk version of the encryption key to Windows 10 in the cloud, providing it the ability to decrypt upon receiving a government demand for data. Apple


Id.


has resisted the FBI’s request to cripple its failsafe protective device on iPhones, which permanently encrypts data on the phone after a limited number of failed login attempts. If we care about our privacy and the security of our personal information, we should care about the design and proliferation of the Internet of Things as unique and trusted parts of our daily lives.

IV. POSSIBLE LEGAL SOLUTIONS

We have argued that the law should better recognize the nature of “things” in the IoT. The good news is that the law recognizes that privacy and data security are context dependent. Most data security rules require a broad, “reasonable,” approach. This makes most data security law nimble and adaptive to problems like those presented by the IoT. Courts and lawmakers can start by digging deeper.

Depending on the problem to be solved and how severe it is, lawmakers could take a soft, moderate, or robust approach. The soft approach would leverage concepts of notice and education efforts for both industry and users. For example, the government might help leverage efforts by organizations like “I Am The Cavalry” to implement best practices among companies and provide notice to users of the strength of privacy and data security design for the IoT. I Am The Cavalry is a group of concerned

52 About, I AM THE CAVALRY, https://www.iamthecavalry.org/about/overview/ (last visited Apr. 5, 2016) (“The Cavalry is a grassroots organization
security researchers focused on critical infrastructure. This group is working on a five-star rating system for consumer-facing IoT devices. The rating system will give consumers the “quick ability to check device security without having to understand the technical details.”

I Am The Cavalry has tentatively developed a set of criteria by which it will evaluate IoT products, which includes categories like “secure by default,” “secure by design,” “self-contained security” and “privacy.” Soft efforts would also help facilitate the

that is focused on issues where computer security intersect public safety and human life. The areas of focus for The Cavalry are medical devices, automobiles, home electronics and public infrastructure.”).  

54 Porup, supra note 6.
55 Id. The entire checklist is a good summary of sound design for the IoT:

Security
1. Secure by Default
   a. No default passwords shared between devices, or weak out of the box passwords.
   b. All passwords should be randomly created using high quality random number generators.
   c. Advanced features used by small percentage of users should be turned off (VPN, Remote Administration, etc.).
2. Secure by Design
   a. Firmware should be locked down so serial access is not available.
   b. Secure Element (SE) or Trusted Protection Modules (TPM) devices should be used to protect access to the firmware and hardware.
   c. All GPIO, UART, and JTAG interfaces on the hardware should be disabled for production versions.
   d. NAND or other memory/storage mediums should be protected with epoxy, ball sockets (so the memory cannot be removed and dumped), or other methods to prevent physical attacks.
3. Self-contained security
   a. The devices should not rely on the network to provide security. Rather, the device’s security model should assume the network is compromised and still maintain protection methods. This can be done with prompts to the users to accept handshakes between devices trying to access other devices on their networks.
identification and reporting of security vulnerabilities and bugs. This might include backing away from the support for “digital rights management” (“DRM”),\(^{56}\) in which presents security problems for the Internet of Things. DRM itself can be insecure, laws that protect DRM can hinder sound security research, and DRM limits your ability to protect your own devices.\(^{57}\) Consider the Electronic Frontier Foundation’s proposal to have the World Wide Web Consortium (“W3C”), the nonprofit body that maintains the Web’s core standards, adopt rules that would minimize the risk of security researchers reporting bugs on DRM-protected software.\(^{58}\) Perhaps the government could help facilitate some kind of market for servicing “walking dead” IoT devices, which are still in use years after the patches stop.

The moderate approach would involve data security mandates to embrace the nature of the object in how much data security will be provided. Generally speaking, most data security laws in the United States require “reasonable data security.” For example, the FTC generally prohibits unreasonable data security practices “in light of the sensitivity and volume of consumer information it holds, the size and complexity of its business, and the cost of

---

b. Communication between devices should be encrypted to prevent MitM attacks and sniffing/snooping.

**Privacy**

1. Consumer PII not shared with manufacturers or partners
2. Usage data on individual consumer is never shared with partners or advertisers.
3. Anonymous data for buckets of users on usage patterns is acceptable as long as it’s proven to not be traceable back to the individual consumers.
4. Data collection policy, type of data collected and usage of data is clearly documented on site.


\(^{58}\) Cory Doctorow, *You Can’t Destroy the Village to Save It: W3C vs DRM, Round Two*, ELECTRONIC FRONTIER FOUNDATION (Jan. 12, 2016), https://www.eff.org/deeplinks/2016/01/you-cant-destroy-village-save-it-w3c-vs-drm-round-two.
available tools to improve security and reduce vulnerabilities.\textsuperscript{59} Almost ten states require reasonable data security practices, rather than a specific list of prohibited or mandatory actions.\textsuperscript{60} Congress has also explicitly embraced a reasonableness approach to data security. The Fair Credit Reporting Act (“FCRA”),\textsuperscript{61} the Health Insurance Portability and Accountability Act (“HIPAA”),\textsuperscript{62} and the Gramm-Leach-Bliley Act (“GLBA”)\textsuperscript{63} all use reasonableness as a touchstone for determining the adequacy of data security measures.

The reasonableness standard is not perfect, but it is flexible and can account for new problems like those presented by the IoT. Lawmakers and courts might interpret “reasonable security” to include some minimum expectation for servicing IoT devices and a floor of data security for even disposable items. Imagine a system where companies told users how long they think a wired object will last and how long the company will commit to providing security patches. In the event that a company goes bankrupt before then, companies would work quickly to either notify users of its impending shut down or facilitate the responsibility for security patches to a third party. This would help us avoid the problem of “zombie” IoT devices.

A robust response, which should be judiciously deployed, might include liability for harms facilitated by poor data security or privacy design. It might also include a specific regulatory regime akin to the Food and Drug Administration’s regulation of medical devices.\textsuperscript{64} Robust regimes like this would be costly, given the


\textsuperscript{61} 16 C.F.R. § 682.3(a) (2012).


widespread availability and diversity of IoT devices. Legislators might create mandates specific service times based on lifecycles, rather than just lumping such obligations into the requirement to provide “reasonable data security.” Although specific, timetables in the world of data security risk being both under- and over-inclusive in different contexts.

In short, the law should take the IoT more seriously, without pushing the courts and lawmakers to act too hastily. Law should build upon industry wisdom regarding data security and leverage existing legal mechanisms like notice, insurance, and flexible requirements to avoid creating an unreasonable risk of harm to people.

Regardless of which legal response is selected, industry should act to work with regulators to ensure that the IoT is safe and sustainable. In addition to helping clearly notify users of the downsides to wiring-up an artifact, it could also design its products (where possible) to become “dumb” once the security patches stop. Imagine certain products like dolls, coffee makers, refrigerators, and basketballs that do not need the Internet to function built with a connectivity “kill switch.” Companies could design products so that when users decide they have had enough, the chip or antenna could easily be removed or a built-in switch could disable all of the object’s network functionality. This sort of “severability” option would help people easily take risky devices out of circulation and far away from their networks while still making use of the object.

This short essay has argued that merely connecting something to the Internet does not automatically make it a better product. The calculus for whether it is a good idea to wire up an object is much more complicated than that. Sometimes Internet connectivity makes us more vulnerable for only minimal gain. One way to mitigate this problem is for people, lawmakers, and industry to be more conscientious about the nature of the object that is being connected. The Internet of Things can be revolutionary, but it needs nuanced boundaries to be safe and sustainable. If the Internet of Things ends up being too dangerous, people will probably just stick to their old, non-connected underwear.